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Abstract

The modification of clear-sky global and diffuse irradiances and the direct-to-diffuse irradiance ratio by the aerosol

single scattering albedo, o; as a function of aerosol optical depth, ta; and solar zenith angle (SZA) is investigated using
radiative-transfer model calculations. The model-derived relations are combined with UV irradiances at the surface and

the aerosol optical depth measured with a Brewer MkIII spectroradiometer, with the aim to develop and test an indirect

method of estimating an effective single scattering albedo. The uncertainties introduced from different sources are

quantitatively discussed in order to determine the overall uncertainty of the method. The overall accuracy in

determining o indirectly depends strongly on the radiation quantity used and the amount of aerosols, increasing the
uncertainty of the method in situations with ta at 340 nm below 0.2. From the three radiation quantities, the direct-to-
diffuse irradiance ratio provides the highest accuracy in the estimation of the effective o: As an example, the effective o
is determined for 2 days with different aerosol loadings and composition. Finally, 5 years of measurements of global

irradiance and ta under cloud-free conditions are analysed in order to estimate the range of variation of the effective o
at Thessaloniki, Greece. For ta at 340 nm larger than 0.8, o ranges between 0.85 and 0.99, while for lower-aerosol
optical depths the derived effective o covers the entire range from 0.64 to 0.99.
r 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

In recent years, great effort has been put in improving

the simulation of the transfer of ultraviolet radiation

through the atmosphere with detailed computer models.

It has been recognized that the models are capable of

estimating the ultraviolet irradiance at the Earth’s

surface under cloud-free conditions with accuracy of

better than 10% (Wang and Lenoble, 1994; Zeng et al.,

1994; Forster et al., 1995; Mayer et al., 1997; Weihs and
e front matter r 2004 Elsevier Ltd. All rights reserve
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Webb, 1997; Kylling et al., 1998; Kazantzidis et al.,

2001) which is comparable to the uncertainties of most

of the existing UV measurements. Apart from the

uncertainties related to the precision of the radiative-

transfer algorithms, the accuracy in the input para-

meters (e.g. ozone, aerosols, surface albedo) used in

model calculations has been discussed extensively (e.g.

Weihs and Webb, 1997; van Weele et al., 2000) and

constitutes one of the major sources of uncertainty in

simulations with radiative-transfer models.

Although the accuracy in measuring the total ozone

and the aerosol optical depth, ta; is nowadays suffi-
ciently good, measurements of the optical properties of

the aerosols (like the single scattering albedo, o; and the
d.
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asymmetry factor and phase function) are either

nonexistent or inadequate to represent their vertical

variability, since they are mostly conducted near the

surface. The importance of these parameters in modify-

ing the transmission of ultraviolet radiation through the

atmosphere has been already recognized and several

studies (e.g. Kazantzidis et al., 2001; Slusser et al., 2001)

were devoted to the investigation of their effects with

respect to solar zenith angle (SZA), ta; wavelength, and
surface albedo. Slusser et al. (2001) compared measured

UV irradiances at two sites of the USDA UVB

Monitoring and Research Network with model calcula-

tions and attributed their differences to differences in o:
The accuracy of TOMS-derived monthly erythemal

exposure estimates changes from76% to712% under

UV-absorbing aerosol plumes, consisting mainly of dust

and smoke (Herman et al., 1999). Thus, the estimation

of aerosol attenuation characteristics could lead to

reduction of errors in satellite-derived surface UV

irradiances (Kroktov et al., 1998).

Indirect methods for the determination of the aerosol

properties from solar irradiance measurements have

been proposed and tested in several studies, using either

global irradiance spectra (Kylling et al., 1998; Kazant-

zidis et al., 2001), or the direct-to-diffuse irradiance ratio

at selected wavelengths (King, 1979; Slusser et al., 2001)

or radiances measured by satellites (Herman et al., 1999;

King et al., 2003). Using data from the PAUR

campaign, Kylling et al. (1998) concluded that o affects
largely the comparison between modelled and measured

global UV irradiance spectra, and determined daily

values of o which led to better agreement of model

calculated spectra with measurements. With the same

technique, Kazantzidis et al. (2001) examined the

relationship between model-derived o and local weather
conditions (wind speed and relative humidity) during the

SUSPEN campaign. King (1979) applied a statistical

procedure (King and Herman, 1979) in order to

determine ground albedo and the effective imaginary

term of the complex refractive index of atmospheric

particulates from narrow-band measurements of down-

ward hemispheric diffuse and global flux and radiative-

transfer computations, as suggested by Herman et al.

(1975). A similar technique was used (Yu et al., 2000) to

estimate the single scattering albedo in south-eastern

United States. Eck et al. (1998) combined broadband

and spectral irradiance measurements, and measured

aerosol optical properties (optical depth, asymmetry

parameter and size distribution) in Amazonia with

model calculations to retrieve o for biomass burning

aerosols. Petters et al. (2003) using measurements of

global and diffuse irradiance and model calculations

provided estimates of o in the UV, suggesting that due
to uncertainties in measurements and model input

parameters this process works best for more turbid

atmosphere ðta40:3Þ:
Aerosol properties can also be determined by invert-

ing sky radiance measurements in the almucantur and

direct sun measurements from specially designed photo-

meters, such as those of the AERONET network

(Holben et al., 1998; Dubovik and King, 2000). The

error in the retrieval of o at 440 nm from AERONET
data is between 0.03 and 0.07, depending on the type

and optical depth of aerosols (Dubovik et al., 2000).

Balis et al. (2003, 2004) investigated the combined use

of the extinction to backscatter ratio measured by a

Raman lidar system in the UV and o derived from

Brewer global irradiance measurements at Thessaloniki,

Greece, for improving the characterization of aerosols

from local pollution, Sahara dust and biomass burning.

Because they are based on measurements conducted

at the ground, these indirect methods produce estimates

of an effective single scattering albedo, being incapable

to reproduce the actual variability of o inside the

aerosol column.

In this study, we investigate quantitatively the

sensitivity of different solar UV radiation components

to changes in o under clear-skies, by combining spectral
measurements of global and direct irradiance with

model calculations. The final goal is to propose an

indirect method for estimating the effective o; using the
derived relations from the model and measured irra-

diances at the surface, and to investigate the limitations

of its applicability, taking into account the uncertainties

in the measurements and the model calculations. As an

application of this methodology, global irradiance and

ta at 340 nm measured at Thessaloniki during the period
1998–2002 with a Brewer MkIII spectroradiometer are

combined with model calculations to derive the typical

for the area range of variation of the effective o under
cloud-free conditions.
2. Spectral measurements

The spectral measurements used in this study were

recorded during 1998–2002 with a double monochro-

mator Brewer MkIII spectroradiometer, which operates

regularly at Thessaloniki, Greece (40.51N, 22.971E).

Usually, the principal component measured by these

spectroradiometers is the global irradiance incident on a

horizontal surface and additionally at some stations the

direct irradiance (Huber et al., 1995; Bais, 1997). The

latter can be used to derive the optical depth of the

aerosols (Huber et al., 1995; Marenco et al., 1997;

Kylling et al., 1998) in the operational spectral region of

the instrument, which typically extends between 290 and

365 nm. The diffuse component of solar radiation can be

in principle derived as the difference between the global

and the direct irradiance. However, in scanning instru-

ments, like the Brewer, the two spectra of global and

direct irradiance are measured one after the other with a
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time lag of several minutes. Hence, to derive the diffuse

irradiance it is necessary to apply interpolation techni-

ques for transforming one of the two spectra (usually the

direct) to correspond to the time the other was acquired.

Such techniques usually introduce additional uncertain-

ties. Since 1995, the scanning procedure of the Brewer

operating at Thessaloniki was modified to obtain

samples of the direct component at eight fixed wave-

lengths (every 10 nm starting from 290 nm) during global

irradiance scans, which are used for estimating the

cosine correction of the global spectra (Bais et al., 1998).

These measurements of the direct irradiance are

practically synchronous with the global irradiance

measured at the same wavelength (their time difference

is the order of 5 s), allowing the computation of the

diffuse component at these eight wavelengths.

The absolute calibration of the global irradiance

spectra is achieved through the use of 1000-W standards

of spectral irradiance, traceable to the National Institute

of Standards and Technology standards, following

internationally acceptable procedures. The uncertainty

in global irradiance measurements is estimated to

within 75%.
The calibration of the direct irradiance is derived by

comparing the direct irradiance, as measured by the

instrument, to the difference between global and diffuse

irradiance, which are measured quasi-simultaneously

(Bais, 1997) during selected days with clear skies and

relatively low aerosol. The diffuse component is

obtained from global irradiance measurements by

shading the diffuser with a disk. The absolute calibra-

tion derived by this method is likely to be affected by the

amount of aerosols, although the calibration factors

determined by a number of independent measurements

at Thessaloniki were consistent within the expected

uncertainties of the measurements. Such measurements

are performed at Thessaloniki on the average once every

1 or 2 months and the data used in this study are

calibrated with this method. The direct calibration

uncertainty is estimated to about 75%, and it is the
result of combining the uncertainty of the global

irradiance calibration and the uncertainty of the

shadow-disk measurement procedure (i.e. the transfer

of global irradiance calibration to the direct port of the

Brewer).

The spectral aerosol optical depth taðlÞ is determined
by comparing the measured cloud-free spectral direct

irradiance at the surface to the direct irradiance which is

calculated from the transfer of the high-resolution

extraterrestrial spectrum ATLAS 3 (VanHoosier, 1996)

through the atmosphere using the Beer’s law and

accounting only for molecular absorption (mainly O3
and SO2) and Rayleigh scattering. The calculations are

performed at the resolution of the ATLAS 3 spectrum

and the derived high-resolution irradiance at the ground

is convoluted with the instrument’s slit function to
derive finally the optical depth. In the following any

reference to ta refers to a wavelength of 340 nm, unless
otherwise specified.
3. Radiative transfer modelling

In this study, the UVSPEC model (Mayer et al., 1997;

Kylling et al., 1998) from the LibRadTran package

version 0.99 (http://www.libradtran.org) was used to

conduct a sensitivity study of the relation between

different radiation quantities and o as a function of

aerosol optical depth and SZA. In the model calcula-

tions we assumed that the vertical distribution of o is
invariant, since the effective o derived by the method
presented here is representative of the total aerosol

column only. UVSPEC solves the radiative-transfer

equation using the pseudo-spherical discrete ordinates

algorithm (Dahlback and Stamnes, 1991; Stamnes et al.,

1988) running with 16 streams. Irradiance spectra were

calculated in 0.15 nm steps and resolution and then they

were convoluted with the slit function of the Brewer to

match the measurements at 340 nm.

The atmospheric composition and structure used in

the model is based on measured parameters (total ozone,

ta at 340 nm) and on profiles taken from the literature.
The AFGL midlatitude winter profiles were used for

ozone, temperature and air pressure (Anderson et al.,

1986). Ozone and air-pressure profiles were rescaled to

match the measured ozone column and the mean surface

pressure of the station, respectively. For the aerosol

vertical distribution we used the Elterman (1968) profile

which was scaled to match the measured optical depth at

340 nm.Taking into account the expected impact of the

surrounding area on the composition of the aerosol

loading, we used Mie calculations to generate a phase

function that corresponds to urban aerosol type, as

described by d’ Almeida et al., 1991. This phase function

results to an asymmetry parameter of 0.7 at 340 nm,

which was assumed to be constant with altitude for all

days considered. The presence of maritime aerosols,

which should be expected at Thessaloniki, would not

change significantly the proposed asymmetry parameter

value. d’ Almeida et al. (1991) report values between

0.66 and 0.77 for maritime clean and polluted aerosols

and only for maritime mineral aerosols these values are

larger, up to 0.84.

The area around the site where the measurements are

performed is covered mainly by buildings with concrete

roofs, extending for several kilometres to all directions.

A few kilometres north-eastwards the area is mountai-

nous, partially covered by pine trees, while the sea

extends from a distance of 1 km to the WSW direction.

This type of landscape suggests a relatively small surface

albedo (Blumthaler and Ambach, 1988), thus a value of

0.03 was used, constant in the entire UV spectral region.

http://www.libradtran.org
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Rayleigh scattering cross-sections were calculated

according to the analytic function proposed by Nicolet

(1984). Finally, the high-resolution ATLAS 3 spectrum

was chosen as the extraterrestrial solar flux, shifted

to air wavelengths, and used in the model calculations

at the highest available analysis (0.05 nm). Corrections

to the extraterrestrial spectrum due to the elliptic orbit

of the Earth around the Sun were calculated following

the formulation by Spencer (1971).
4. Effect of single scattering albedo on UV irradiance

The single scattering albedo influences directly the

diffuse radiation, since it describes the proportion of the

scattered photons in a beam to the total attenuation

(scattering plus absorption). In contrast, its effect on the

direct irradiance could be considered negligible, espe-
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Fig. 1. Changes in direct-to-diffuse irradiance (top), diffuse irradian

changes in o from 0.99, for a range of aerosol optical depth from 0 t
quantities (F) are expressed in percent ð100½Fo � Fo¼0:99�=FoÞ: The le
cially at moderate-to-small SZAs and low-aerosol

optical depth, when the fraction of diffuse radiation in

the beam is very small. Calculations with the UVSPEC

model revealed that for the Brewer’s field of view (�2.51)

the diffuse component in the direct irradiance at 340 nm

is about 0.5% at 601 SZA and ta ¼ 0:8: Thus, from the
radiation quantities that are potentially measured at a

station, it would be expected that variations of o may
influence the global and the diffuse irradiance, as well as

the ratio of the direct-to-diffuse irradiance. These effects

can be quantitatively described by radiative-transfer

model calculations.

Based on model calculations, Fig. 1 illustrates the

effect of o variations on global irradiance, diffuse

irradiance and direct to global irradiance ratio at

340 nm, under clear skies, for a range of ta from 0 to

1.2 in increments of 0.2 and for two SZAs, 301 and 601.

Differences in all radiation quantities were calculated
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from their values corresponding to o ¼ 0:99; for each ta
and SZA. In the model calculations we used an

asymmetry parameter of 0.7, for the reasons discussed

in the previous section. The wavelength of 340 nm was

chosen because of the weak ozone absorption, making

this sensitivity study practically independent on ozone.

A similar analysis that was done for 300 nm (not shown

here) reveals similar patterns for all three quantities.

In principle, these model calculations can be used for

retrieving o when one of the radiation quantities at a
specific SZA and wavelength, and the aerosol optical

depth are known. The accuracy of the retrieved o
depends on the sensitivity of the radiation quantities to

changes in o; and is limited by the measurements’
accuracy and the detection limit of the instruments at

low-intensity conditions (large SZAs, small wavelengths,

high-aerosol optical depth).

Fig. 1 suggests that the diffuse irradiance and the

direct-to-diffuse irradiance ratio are the most sensitive to

changes in o; and this occurs for a significant range of
ta: Apparently, in rather clean atmospheres (e.g.

tao0:2) the variation of all three quantities with o is
very small. On the other hand, in cases with high-aerosol

concentrations (e.g. ta40:4) also the global irradiance
becomes sensitive to changes in o:
With regard to the effect of the SZA, it seems that

again the diffuse irradiance and the direct-to-diffuse

irradiance ratio maintain their sensitivity for the longest

range of aerosol optical depth variation. As the

contribution of the direct component weakens at larger

SZAs, the behaviour of global irradiance becomes

comparable to diffuse. Considering the analogous

application to actual measurements, the uncertainty in

determining o at 340 nm depends on SZA, either

because all three radiation quantities are less sensitive

to changes in o at small SZAs, or because spectral

measurements become more uncertain at large SZAs.
5. Methodology to derive effective o from Brewer
measurements

The model-derived relationships of o with irra-

diances, which were discussed in the previous section,

were used to estimate the effective o during cloud-free
days with different aerosol conditions at Thessaloniki.

Measurements of global and diffuse irradiance and the

direct-to-diffuse irradiance ratios were compared with

model calculations, which were based on the actually

measured total ozone column and ta: From these

comparisons, we determined the values of o for which
the model and the measurements agreed to better than

1%. Depending on the sensitivity of each radiation

quantity to changes in o; more than one values of o
could satisfy the above condition, because we considered

meaningless to estimate the effective o with precision
higher of 0.01. The number of o values for each case
gives an idea of the achievable accuracy and the

differences in estimating o:
Uncertainties in both the radiation measurements and

the model input parameters contribute to the overall

uncertainty of the methodology. Realistic uncertainties

are the order of 72–3% for the direct-to-diffuse

irradiance ratio, 73–5% for the global irradiance and

74–6% for the diffuse irradiance. Only at a few stations

or in cases where the measurements are fully controlled

(e.g. during experimental campaigns) the lower limits of

these uncertainties can be achieved (Bernhard and

Seckmeyer, 1999; Bais et al., 2001). The uncertainty in

direct-to-diffuse irradiance ratio is expected to be lower

compared to the uncertainty in the other radiation

quantities, since errors related to the calibration

procedures are diminished. With regard to the determi-

nation of the optical depth from direct irradiance

measurements, the uncertainty is estimated to less than

0.05 units (Kylling et al., 1998). Uncertainties in the

model-derived radiation quantities at 340 nm are intro-

duced by the assumed values for the asymmetry

parameter, surface albedo, aerosol vertical profile and

the extraterrestrial solar spectrum. According to d’

Almeida et al. (1991), for the proposed aerosol model

and for relative humidity up to 99% the asymmetry

parameter at 350 nm varies between 0.66 and 0.77.

Model sensitivity analysis revealed that the uncertainty

in global irradiance calculations due to the asymmetry

parameter value of 0.7 that was used in this study would

be71%, resulting to an error of 0.02 in the calculated o
(Balis et al., 2003). Errors of similar magnitude are

expected from the assumptions made for the aerosol

vertical profile and surface albedo at Thessaloniki.

Finally, the uncertainty in the extraterrestrial solar flux

is within 73% (Bais, 1997). The overall uncertainty in

model-derived radiation quantities is estimated to74%
for direct-to-diffuse irradiance ratio, 75.3% for diffuse

irradiance and 74.6% for global irradiance.

The expected accuracy levels in estimating o with the
proposed method are summarized in Table 1 for two

values of ta and two SZAs, and are comparable with
those reported in other studies (Dubovik et al., 2000;

Petters et al., 2003). Because of its lower uncertainty, the

direct-to-diffuse irradiance ratio can be used for the

estimation of the effective o only when ta is higher than
0.2. On the other hand, diffuse and global irradiance

measurements are useable only when ta40:4: Even
though the uncertainty in measuring the diffuse irra-

diance is higher compared to global irradiance, more

accurate results can be achieved from the use of the

diffuse component, because it is more sensitive to o: At
large SZAs and high-aerosol optical depth (when the

diffuse part is dominant) global irradiance can be also

used to estimate the effective o: Using the methodology
described above, significant changes in the aerosol
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Table 1

Uncertainties in estimating the effective o from measurements of global irradiance, diffuse irradiance, and the ratio of direct-to-diffuse
irradiance for two aerosol optical depths and two solar zenith angles

ta
Direct/Diffuse ratio Diffuse irradiance Global irradiance

0.2 0.4 0.2 0.4 0.2 0.4

301 SZA 70.06 70.04 70.07 70.05 70.15 70.08
601 SZA 70.06 70.04 70.07 70.05 70.13 70.05

A.F. Bais et al. / Atmospheric Environment 39 (2005) 1093–11021098
properties over a UV measuring site may be detected

and typical values of o may be derived, giving hints for
the actual aerosol class, as far as ta is higher than 0.2.
Two examples of applying the proposed methodology

are shown in Fig. 2 for 2 days in 2001 with different

aerosol loading. The first day, 28 March 2001, was dryer

with lower aerosol (relative humidity at local noon was

�28% compared to �50% in the second day, 4 April

2001). Both days were cloud-free, according to observa-

tions made for every half an hour at the nearby

meteorological station at the airport of Thessaloniki

(�10 km far). As it would be expected from the results of

Fig. 1, the low-aerosol content during 28 March 2001

reduces significantly the accuracy of the retrieved o: The
effective o during both days is estimated independently
by comparing each of the three radiation quantities with

the corresponding model calculations. If the different

types of radiation measurements (in this case global and

direct irradiances) were absolutely consistent, one would

expect completely identical values of o resulting from
each type of measurement. In practice though, due to (a)

the uncertainties introduced by the independent calibra-

tion and measurement procedures of the global and

direct irradiance, (b) possible contamination of the

measurements by the presence of thin clouds and (c)

imperfect synchronization of global and direct measure-

ments, some inconsistencies may occur between the two

quantities, resulting into different estimates of the

effective o: In both days, o derived from global and

diffuse irradiance measurements is overestimated with

respect to that derived from the direct-to-diffuse

irradiance ratio, probably because in the later the effect

of absolute calibration errors are much smaller. In most

cases, especially at small SZAs and high-aerosol optical

depth, the range of o is within the uncertainties

proposed in Table 1.

Despite the uncertainties, it appears from the two

examples of Fig. 2 that during the day with high ta (4
April) and for SZAs smaller than 751 the effective o
varies between 0.8 and 0.9, whereas in the second-half of

28 March (when ta � 0:2) it ranges between 0.65 and
0.8, suggesting the presence of more absorbing aerosols.

Since no direct method for measuring o at Thessaloniki
was available, the resulted effective o could be assessed
only by supplementary information about the composi-

tion of aerosols in the troposphere during these days.

To investigate the origin of air masses transported

over Thessaloniki, analytical back trajectories at differ-

ent pressure levels were used, provided by the German

Weather Service (DWD). Model calculations were

derived for 13.00UTC of each day on a three-dimen-

sional grid of 1.51 resolution (Kottmeier and Fay, 1988).

The deviation between the calculated and the actual

track of an air parcel is about 10% of the trajectory

length (Stohl, 1998). In Fig. 3 (upper panel) the

trajectories reveal that on 4 April air originated from

upper levels and from north-eastern directions; 4 days

before being over Russia. This suggests that the air

masses transported over Thessaloniki were rather free of

urban—and strongly absorbing—aerosols, which is in

accordance with the estimated higher values of the

effective o: On the other hand, the trajectories for 28
March (lower panel) reveal that air masses during that

day were coming from western directions, passing over

polluted or urbanized areas, such as the lignite mines

and power plants in north-western Greece and over

south Italy. Aerosols emitted from such areas contain

soot and other absorbing substances, resulting to lower

values of effective o:Moreover, the smaller o values on
28 March could be also associated with mineral

components in aerosol transported over North Africa

at the 850 hPa level. The higher optical depth of the

aerosols on 4 April 2001 is likely due to the prevailing

local meteorological situation, with lighter winds and

higher humidity levels in comparison to 28 March 2001.

On 28 March, the smaller o values seem to be originally
in contrast to the mostly maritime origin of aerosols in

this case. Thus, larger o values than on 4 April should
be expected, when aerosols have rather continental

origin. However, the finally smaller o values on 28

March than on 4 April result probably from mixing

processes that the aerosols undergo when being trans-

ported over continental areas. This highlights the

importance of such mixing processes, apart from the

source of aerosol particles, in determining their compo-

sition and optical properties.

Even though global irradiance is less sensitive to

changes in single scattering albedo, compared to the
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other two radiation quantities discussed above, this is

the most commonly measured parameter at UV-

monitoring sites. Therefore, a fairly long record of

global irradiance measurements combined with aerosol

optical depth measurements could be used to provide, at

least qualitatively, information for the variability of the

most likely effective o at the specific location. Fig. 4

presents the variation of global irradiance at 340 nm in

Thessaloniki under cloud-free conditions during the

period 1998–2002 as a function of ta for two SZAs
(501711 and 631711). The later SZA was chosen for
increasing the amount of measurements during the

period of study and consequently the statistical sig-

nificance of the results (measurements at 631 degrees are

available at Thessaloniki all year around). Model

calculations were used to derive look-up tables of global

irradiance at 340 nm as a function of ta and o: Since the
influence of ozone on UV irradiance at 340 nm is

negligible, the variability of global irradiance at a given

ta is practically due to the variability of the aerosol
optical properties, and to the measurements’ uncertain-

ties. Finally, because the calculated irradiances
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correspond to the mean sun–earth distance, the mea-

surements were adjusted accordingly, following the

formula of Spencer (1971). The comparison of these

measurements with model calculations, performed for

two extreme values of o (0.64 and 0.99), reveals that the
majority of them lay within the expected range, with a

slight tendency to agree better with model estimates that

correspond to higher values of o: This tendency is more
apparent at large optical depths ðta40:8Þ; suggesting the
presence of less absorbing aerosols in the ultraviolet.

Because the range of the derived o values is large the
result of this comparison is rather qualitative than

quantitative. Additional analysis with the use of more

ancillary data is needed to investigate the behaviour of

the derived effective o at Thessaloniki in different

seasons or weather patterns.
6. Conclusions

An indirect method for determining the effective

single scattering albedo in the ultraviolet by comparing

irradiance measurements derived from a Brewer spectro-

radiometer with model calculations was proposed. Three

variants of this method, based on global irradiance,

diffuse irradiance, and the ratio of direct-to-diffuse

irradiance were investigated and inter-compared. It

appears that the latter parameter has the highest

sensitivity to o variations and thus the lowest un-

certainty. Consequently, the direct-to-diffuse irradiance

ratio is expected to give the highest accuracy in the

estimation of the effective o: A prerequisite for applying
these techniques is the availability of the aerosol optical

depth at the wavelength(s) of interest.
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It appears that all three approaches give less uncertain

results in situations with high-aerosol loads. The

individual uncertainties of the measurements, the

modelling and the aerosol optical depth determination

contribute to the overall uncertainty in estimating the

single scattering albedo. A realistic estimate of the

achievable accuracy when using the direct-to-diffuse

irradiance ratio at 340 nm is about70.04 units of o for
ta ¼ 0:4 and about 70.06 units for ta ¼ 0:2; imposing
some limitations to the applicability of the method when

tao0:2: The lower accuracy in estimating o from diffuse
and global irradiance measurements limits their applic-

ability only to cases with ta40:4:
The application of the proposed methodology to two

days with aerosols of different origin and amount

provides estimates of the effective o that are in

accordance with the expected—from back trajectory

analysis—composition of the aerosols during the days in

question. Comparisons of global irradiance measure-

ments at 340 nm with model calculations for different

aerosol optical depths for years 1998–2002 reveal that

the effective o at Thessaloniki covers the entire range of
o variation for tao0:8: For higher values of ta the
effective o ranges between 0.85 and 0.99.
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